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Abstract

The impact of plasma shaping on linear instabilities driving the scrape-off layer (SOL) dynamics and on the SOL width are investigated. The drift-reduced Braginskii equations are written for arbitrary magnetic geometries, and an analytical equilibrium model is used to introduce the dependence of turbulence equations on tokamak inverse aspect ratio (\(\epsilon\)), Shafranov’s shift (\(\Delta\)), elongation (\(\kappa\)), and triangularity (\(\delta\)). A linear study of plasma shaping effects on the growth rate of resistive ballooning modes (RBMs) and resistive drift waves (RDWs) reveals that RBMs are strongly stabilized by elongation and negative triangularity, while RDWs are only slightly stabilized in non-circular magnetic geometries. Assuming that the linear instabilities saturate due to non-linear local flattening of the plasma gradient, the equilibrium gradient pressure length \(L_p = -p_e/\nabla p_e\) is numerically computed and its dependence on \(\epsilon\), \(\Delta\), \(\kappa\), and \(\delta\) is analyzed, showing that stabilization of RBMs results in shorter \(L_p\). An analytical first-principle model estimate of \(L_p\) is also derived. Non-linear SOL turbulence simulations with non-circular magnetic geometries are carried out using the global, three-dimensional, flux-driven fluid code GBS [Ricci et al., Plasma Phys. Controlled Fusion 54, 124047 (2012)] and the results are compared with the findings obtained from the linear analysis of the SOL instabilities, showing good quantitative agreement.
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I. INTRODUCTION

The understanding of the turbulent processes occurring in the Scrape-Off Layer (SOL) of tokamaks is of fundamental importance for determining the performance of future fusion devices such as ITER. This region, characterized by magnetic field lines that intercept solid wall surfaces, establishes the boundary conditions for the plasma core, controls the fueling and impurity dynamics, determines the overall plasma confinement, and exhausts the tokamak power [1]. The heat load on the vessel of the device may become a show stopper of the fusion program if material constraints cannot be met.

The SOL plasma dynamics results from the interplay of perpendicular turbulent transport, driven by instabilities such as ballooning modes (BMs) and drift waves (DWs), destabilized by plasma gradients and unfavorable magnetic curvature, and the parallel losses at the end of the magnetic field lines [2–6]. This balance determines the SOL width and the heat load to the vessel.

In the past decade, a number of computational models were developed and implemented into numerical codes, used to investigate the tokamak SOL dynamics [7–13]. However, while the main instabilities driving the SOL turbulence have been characterized in circular magnetic equilibria [14–16], and a predictive first-principle model of the SOL width was derived and compared with experimental observations [17, 18], the investigation of plasma shaping effects on the SOL turbulence properties is still missing. This motivates the present work, where the impact of tokamak inverse aspect ratio (ε), Shafranov’s shift (Δ), elongation (κ), and triangularity (δ) on the SOL dynamics is studied. Goal of our analysis is twofold. First, the main linear instability driving the SOL dynamics is identified, depending on the shape of the magnetic geometry. Second, an analytical first-principle model for the characteristic equilibrium gradient pressure length, $L_p = -p_e/\nabla p_e$, that features shaping effects is derived.

Our study is based on the drift-reduced Braginskii equations [19, 20], which we express in arbitrary magnetic geometry. We focus on a limited SOL, this being the simplest configuration retaining the relevant effects of plasma shaping, and we use a simple analytical equilibrium model to express the dependence of the magnetic field on ε, Δ, κ, and δ [21]. The impact of the magnetic geometry on the growth rate of BMs and DWs is analyzed using a linearized model. Assuming that the linear instabilities saturate due to a non-linear local flattening of the plasma gradient and the resulting removal of the instability drive [22], we determine
the main instability driving SOL turbulence and express $L_p$ as a function of the shaping parameters.

Our theoretical findings are compared with the results of three-dimensional, global, flux-driven, non-linear simulations of SOL turbulence carried out with GBS [23]. This code implements the drift-reduced Braginskii equations with a set of boundary conditions describing the magnetic pre-sheath entrance [24], with no separation between equilibrium and fluctuations. Consequently, it provides quasi-steady state plasma profiles which are self-consistently obtained from the balance between plasma sources, perpendicular transport, and parallel losses at the vessel. GBS has been extensively used to study the turbulent processes occurring in the SOL [14–16, 25–30], and its results were recently rigorously verified and validated against experimental measurements [31–33].

This paper is structured as follows. After the Introduction, in Sec. II we discuss the fluid model used to describe the SOL dynamics, the employed coordinate systems, and the magnetic equilibrium. Then, in Sec. III, we focus on the SOL linear instabilities, in particular, resistive BMs (RBMs) and resistive DWs (RDWs), and we illustrate the effects of plasma shaping on their growth rate. The presentation of the non-linear mechanism that regulates the amplitude of plasma turbulence is the subject of Sec. IV, where we derive a first-principle predictive scaling for the SOL width when non-circular magnetic equilibria are considered. Section V is devoted to the discussion of the non-linear simulations performed with GBS and their agreement with the results in Secs. III and IV. Finally, we report our conclusions in Sec. VI. The derivation of the magnetic equilibrium and the analytical curvature operator, used to obtain the $L_p$ scaling, are illustrated in Appendixes A and B, respectively.

II. THE MODEL

The high plasma collisionality in the tokamak SOL allows neglecting kinetic effects and using a fluid approach to describe plasma dynamics [11, 20, 34]. Since fluctuations with amplitude and size comparable to the time-averaged values are observed [35], a flux-driven model is necessary to study SOL turbulence. In this section, we present the analytical model considered for the analysis of SOL turbulence, which is implemented in the GBS code.
A. Fluid moment equations

The analysis of the SOL dynamics, presented in this paper, is based on the use of the drift-reduced Braginskii equations [19, 20] in the electrostatic, cold ion, limit. Assuming that the time scale of the turbulence is such that $d/dt \ll \omega_{ci}$ (where $\omega_{ci} = eB/m_i$ is the ion gyrofrequency), the perpendicular velocities can be written as $v_{\perp i} = v_{E\times B} + v_{pol}$ and $v_{\perp e} = v_{E\times B} + v_{de}$, where $v_{E\times B} = -\nabla \phi \times B/B^2$ is the $E \times B$ velocity, $v_{pol}$ is the polarization velocity defined in Ref. [20], and $v_{de} = -B \times \nabla p_e/(enB^2)$ is the electron diamagnetic velocity. The resulting system of equations in normalized units writes

$$
\frac{\partial n}{\partial t} = -\frac{R_0}{B} \left[ \phi, n \right] + \frac{2}{B} \left[ C(p_e) - nC(\phi) \right] - \nabla \cdot \left( nv_{\parallel e} \mathbf{b} \right) + \mathcal{D}_n(n) + S_n
$$

$$
\frac{\partial \omega}{\partial t} = -\frac{R_0}{B} \left[ \phi, \omega \right] + \frac{2B}{n} C(p_e) - v_{\parallel i} \nabla \omega + \frac{B^2}{n} \nabla \cdot \left( j_\parallel \mathbf{b} \right) + \frac{B}{3n} C(G_i) + \mathcal{D}_\omega(\omega)
$$

$$
\frac{\partial v_{\parallel i}}{\partial t} = -\frac{R_0}{B} \left[ \phi, v_{\parallel i} \right] + \frac{m_i}{m_e} \left[ \nabla_{\parallel i} \rho - \frac{\nabla_{\parallel i} p_e}{n} - 0.71 \nabla_{\parallel i} T_e + \frac{v_{\parallel i}}{n} - \frac{2}{3n} \nabla_{\parallel i} G_e \right] - v_{\parallel e} \nabla_{\parallel i} + \mathcal{D}_{v_{\parallel i}}(v_{\parallel i})
$$

$$
\frac{\partial v_{\parallel e}}{\partial t} = -\frac{R_0}{B} \left[ \phi, v_{\parallel e} \right] - v_{\parallel e} \nabla_{\parallel e} v_{\parallel e} - \frac{\nabla_{\parallel e} p_e}{n} - \frac{2}{3n} \nabla_{\parallel e} G_i + \mathcal{D}_{v_{\parallel i}}(v_{\parallel i})
$$

$$
\frac{\partial T_e}{\partial t} = -\frac{R_0}{B} \left[ \phi, T_e \right] + \frac{4}{3B} T_e \left[ \frac{C(p_e)}{n} + \frac{5}{2} C(T_e) - C(\phi) \right] - v_{\parallel e} \nabla_{\parallel e} + S_{Te}
$$

$$
+ \frac{2}{3} T_e \left[ 0.71 \nabla \cdot \left( j_\parallel \mathbf{b} \right) \right] - \nabla \cdot \left( v_{\parallel e} \mathbf{b} \right) + \mathcal{D}_{T_e}(T_e) + \mathcal{D}_{\parallel e}(T_e),
$$

where $m_i/m_e$ is the ion to electron mass ratio, $B$ is the norm of the magnetic field, $\mathbf{b} = \mathbf{B}/B$ is the magnetic field unit vector, $R_0$ is the normalized major radius, $j_{\parallel} = n(v_{\parallel i} - v_{\parallel e})$ is the parallel current, $p_e = nT_e$ is the electron plasma pressure, $\omega = \nabla_\perp^2 \phi$ is the vorticity, and $\nu$ is the normalized Spitzer resistivity. The density and electron temperature sources $S_n$ and $S_{Te}$ are used to mimic the plasma outflow from the core. The expressions of the two terms representing the ion and electron gyroviscous contributions are respectively given by $G_i = -\eta_{hi} \left[ 2 \nabla v_{\parallel i} + C(\phi) / B \right]$ and $G_e = -\eta_{he} \left[ 2 \nabla v_{\parallel e} - C(p_e) / (nB) + C(\phi) / B \right]$, where $\eta_{hi}$ and $\eta_{he}$ are the gyroviscous coefficients. The Poisson brackets are defined as $[\phi, A] = \mathbf{b} \cdot (\nabla \phi \times \nabla A)$, the curvature operator as $C(A) = B / 2 [\nabla \times (\mathbf{b} \times B)] \cdot \nabla A$, the parallel gradient as $\nabla_{\parallel} A = \mathbf{b} \cdot \nabla A$, and the perpendicular Laplacian as $\nabla_{\perp}^2 A = -\nabla \cdot [\mathbf{b} \times (\mathbf{b} \times \nabla A)]$, with $A = n, \omega, \phi, v_{\parallel i}, v_{\parallel e}, T_e$.
evaluation of the divergence of the polarization current in Eq. (2). Small perpendicular and parallel diffusion terms of the form $D_A(A) = D_A \nabla_A^2 A$ and $D_{\parallel,A}(A) = \chi_{\parallel,A} \nabla_{\parallel,A}^2 A$ are added for the numerical solution of Eqs. (1)-(5). In the present paper, all quantities are normalized according to (tilde denotes a physical quantity in SI units): 

\[ t = \tilde{t} / (\tilde{R} / \tilde{c}_s) \]
\[ n = \tilde{n} / \tilde{n}_0, \quad T_e = \tilde{T}_e / \tilde{T}_e_0, \quad \phi = e \tilde{\phi} / \tilde{T}_e_0, \quad v_{\parallel,i} = \tilde{v}_{\parallel,i} / \tilde{c}_{s0}, \quad v_{\parallel,e} = \tilde{v}_{\parallel,e} / \tilde{c}_{s0}, \quad B = \tilde{B} / \tilde{B}_0, \quad R_0 = \tilde{R} / \tilde{\rho}_s, \]
\[ \nu = (e^2 \tilde{n}_0 \tilde{R}) / \left( m_i \tilde{\sigma}_{\parallel} \tilde{c}_{s0} \right) \]
\[ \tilde{\rho}_s = \tilde{c}_{s0} m_i / (e \tilde{B}_0) \]

Distances perpendicular to $B$ are normalized to $\tilde{\rho}_s$, while parallel distances are normalized to $\tilde{R}$.

Equations (1)-(5) are completed by a set of boundary conditions at the magnetic pre-sheath entrance, where the validity of the drift approximation breaks down [24]. In normalized units, and neglecting the contribution of the radial gradients, these boundary conditions are given by

\[ v_{\parallel,i} = \pm c_s \]
\[ v_{\parallel,e} = \pm c_s \exp \left( \Lambda - \phi / T_e \right) \]
\[ \partial_s T_e = 0 \]
\[ \partial_s n = \mp \frac{n}{c_s} \partial_s v_{\parallel,i} \]
\[ \omega = - \left( \partial_s v_{\parallel,i} \right)^2 \mp c_s \partial_s^2 v_{\parallel,i} \]
\[ \partial_s \phi = \mp c_s \partial_s v_{\parallel,i} \]

where the upper (lower) sign refers to the case of a magnetic field directed toward (away from) the wall, $c_s = \sqrt{T_e}$ is the ion sound speed, $\Lambda = \log \sqrt{m_i / (2\pi m_e)} \simeq 3$ for hydrogen plasmas, and $s$ is a coordinate normal to the wall, which coincides with the poloidal angle in the infinite aspect ratio limit.

**B. Magnetic field dependence in the model and coordinate systems**

We express here Eqs. (1)-(5) for arbitrary magnetic geometries. We note that the dependence on the magnetic field geometry enters in the model through: (i) the norm of the magnetic field $B$, (ii) the direction of the unit vector $b$, and (iii) the differential operators
[φ, −], C(−), ∇∥(−), and ∇⊥(−), which are computed, having defined a magnetic geometry,
by expressing the covariant and contravariant components of the magnetic field and of the
metric tensor in the chosen coordinate system.

Defining the covariant basis ∇ξ^i, being \{ξ^i\} = {ξ^1, ξ^2, ξ^3} an arbitrary set of coordinates,
one can write \( \mathbf{B} = B_i \nabla \xi^i \), where \( B_i \) are the covariant components of \( \mathbf{B} \) and the Einstein’s
summation convention is employed. Note that the contravariant components of the vector \( \mathbf{B} \) are evaluated as \( B^i = \mathbf{B} \cdot \nabla \xi^i \), the covariant components as \( B_i = g^{ij} B^j \), the contravariant components of the metric tensor associated with the covariant basis \( \nabla \xi^i \) as \( g^{ij} = \nabla \xi^i \cdot \nabla \xi^j \), and the covariant components as \( g_{ij} = (g^{ij})^{-1} \). The Jacobian associated with the coordi-
nate transformation \( \{ξ^i\} \) is \( J_{ξ^1ξ^2ξ^3} = 1/\sqrt{\det(g_{ij})} \), where \( \det(g_{ij}) \) is the determinant of the contravariant metric tensor \( g_{ij} \).

In the present paper, we make use of the toric \((θ_*, r, ϕ)\) and the flux-tube \((r, α, θ_*)\) coordinate
systems, where \( r \) is a flux coordinate, \( ϕ \) is the toroidal angle, \( α = ϕ - q(r)θ_* \) is a field line
label, and \( θ_* \) is the straight field line angle defined as

\[
θ_*(r, θ) = \frac{1}{q(r)} \int_0^θ \frac{\mathbf{B} \cdot ∇ϕ}{\mathbf{B} \cdot ∇θ} dθ',
\]

(12)

with \( θ \) the poloidal angle and

\[
q(r) = \frac{1}{2π} \int_0^{2π} \frac{\mathbf{B} \cdot ∇ϕ}{\mathbf{B} \cdot ∇θ} dθ
\]

(13)

the safety factor.

To compute the contravariant metric tensor \( g^{ij} \) of the two coordinate systems, we first
introduce the standard cylindrical coordinate system \((R_c, \varphi, Z_c)\), with the \( Z_c \) axis coinciding
with the tokamak symmetry axis and \( R_c \) the distance from this axis. Assuming axisymmetry,
that is \( R_c = R_c(r, θ) \) and \( Z_c = Z_c(r, θ) \), the components of the covariant metric tensor
associated with the coordinate system \((θ, r, ϕ)\) are defined as

\[
g_{θθ} = \left( \frac{∂R_c}{∂θ} \right)^2 + \left( \frac{∂Z_c}{∂θ} \right)^2
\]

\[
g_{θr} = \frac{∂R_c}{∂r} \frac{∂R_c}{∂θ} + \frac{∂Z_c}{∂r} \frac{∂Z_c}{∂θ}
\]

\[
g_{rr} = \left( \frac{∂R_c}{∂r} \right)^2 + \left( \frac{∂Z_c}{∂r} \right)^2
\]

\[
g_{ϕϕ} = R_c^2
\]

\[
g_{rϕ} = g_{θϕ} = 0.
\]

(14)
These expressions allow us to express the contravariant metric tensor components associated with the toric and flux-tube coordinate systems, which are

\[
g^{\theta, \theta} = \frac{\partial \theta}{\partial \theta} g^{\theta, \theta} + \frac{\partial \theta}{\partial \theta} \frac{\partial \theta}{\partial \theta} g^{\theta, \theta} + \left( \frac{\partial \theta}{\partial r} \right)^2 g^{\theta, \theta},
\]

\[
g^{\theta, r} = \frac{\partial \theta}{\partial r} g^{\theta, \theta} + \frac{\partial \theta}{\partial \theta} g^{\theta, r},
\]

\[
g^{\theta, r} = 0
\]

\[
g^{\alpha, \alpha} = -\hat{s}(r) q(r)\frac{\partial \theta}{\partial r} g^{\theta, \theta} - q(r) g^{\theta, \theta},
\]

\[
g^{\alpha, \alpha} = -\hat{s}(r) q(r)\frac{\partial \theta}{\partial r} g^{\theta, r} - q(r) g^{\theta, r}
\]

\[
g^{\alpha, \alpha} = \hat{s}(r) q(r)\frac{\partial \theta}{\partial r} g^{\theta, \theta} + \left[ \hat{s}(r) q(r) \left( \frac{\partial \theta}{\partial r} \right)^2 g^{\theta, \theta} + \hat{s}(r) q(r) \left( \frac{\partial \theta}{\partial r} \right)^2 g^{\theta, r} \right],
\]

where \(\hat{s}(r) = r/q(r)\partial / \partial r q(r)\) is the magnetic shear.

Writing the axisymmetric magnetic field as \(B = F(\psi) \nabla \psi + \nabla \psi \times \nabla \varphi\), where \(\psi\) is the poloidal flux and \(F(\psi)\) is the current function, in the toric coordinate system one can write \(B = B_\varphi \nabla \varphi + J B_\theta \nabla \theta \times \nabla \varphi\), while in flux-tube coordinates \(B = J B_\theta \nabla \theta \times \nabla \alpha\), with \(J = J_{\theta, \varphi} = J_{r, \theta}\). The contravariant components of the magnetic field are then given by

\[
B^{\varphi} = \frac{\psi'(r)}{J}, \quad B^\theta = 0, \quad B^\varphi = \frac{F(\psi)}{Re(r, \theta)}
\]

in toric coordinates, while they write as

\[
B^r = B^\alpha = 0, \quad B^{\theta} = \frac{\psi'(r)}{J}
\]

in flux-tube coordinates. We note that the straight field line angle \(\theta\) satisfies \(B \cdot \nabla \theta = q(r)B \cdot \nabla \varphi\), i.e. the magnetic field lines are straight in the \(\varphi - \theta\) plane. Since \(B^r = B^\alpha = 0\) in the flux tube coordinate system, the \(r - \alpha\) plane is perpendicular to the magnetic field lines and \(\theta\) is a field aligned coordinate. Moreover, the norm of the magnetic field is computed as

\[
B(r, \theta) = \frac{F(\psi)}{Re(r, \theta)} \left( 1 + \frac{\psi'(r)^2}{F(\psi)^2 g^{\varphi, \varphi}} \right).
\]

We remark that, in the remainder of this paper, we rescale the toric coordinate system as \(y = a \theta, \ x = r, \) and \(z = R_0 \varphi\), where \(a\) is the tokamak minor radius in \(\tilde{\rho}_s\) units. We also rescale the flux-tube coordinate system as \(X = r, \ Y = (a/q)\alpha, \) and \(Z = qR_0 \theta, \) with
are given by

\[ [\phi, A] = p^{yx}[\phi, A]_{yx} + p^{xz}[\phi, A]_{xz} + p^{zy}[\phi, A]_{zy} \quad (19) \]

\[ \nabla_{\parallel} A = D^y \frac{\partial A}{\partial y} + D^x \frac{\partial A}{\partial x} + D^z \frac{\partial A}{\partial z} \quad (20) \]

\[ C(A) = C^y \frac{\partial A}{\partial y} + C^x \frac{\partial A}{\partial x} + C^z \frac{\partial A}{\partial z} \quad (21) \]

\[ \nabla_{\perp}^2 A = N^{yy} \frac{\partial^2 A}{\partial y^2} + N^{yx} \frac{\partial^2 A}{\partial y \partial x} + N^{xx} \frac{\partial^2 A}{\partial x^2} = \nabla^2 A + N^z \frac{\partial A}{\partial y} \quad (22) \]

for the \((y, x, z)\) coordinate system, with \([\phi, A]_{yx} = \partial_x A \partial_y \phi - \partial_y A \partial_x \phi\), while equivalent expressions are found considering the \((X, Y, Z)\) coordinate system. The coefficients in Eqs. (19)-(22) are given by

\[ p^{yx} = b, a \frac{a}{J}, \quad p^{xz} = b, a \frac{a}{J}, \quad p^{zy} = b, a \frac{a}{J} \]

\[ D^y = aR_0 b^r, \quad D^x = 0, \quad D^z = R_0 b^r \]

\[ C^y = \frac{-R_0 B \partial c_r}{2 J \partial \theta^r}, \quad C^x = \frac{aR_0 B \partial c_r}{2 J \partial \theta^r}, \quad C^z = \frac{R_0 B}{2 J} \left( \frac{\partial c_r}{\partial \theta^r} - \frac{\partial c_{\theta^r}}{\partial r} \right) \]

\[ N^{xx} = g^r, \quad N^{xy} = 2ag^r, \quad N^{yy} = a^2 \left[ g^{\theta \theta^r} - (b^r)^2 \right] \quad (23) \]

\[ N^z = \nabla^2 r, \quad N^z = -\frac{1}{J \partial \theta^r} (J b^r b^r), \quad N^z = g^{\theta \theta^r} - (b^r)^2 \]

\[ \nabla \cdot b = \frac{1}{J \partial \theta^r} (b^r J), \]

where \(c_i = b_i / B\). Since turbulence is characterized by \(\nabla_{\perp} A / \nabla_{\parallel} A \gg 1\), it is possible to make the following approximations when evaluating the \(z\) derivatives

\[ \frac{\partial}{\partial z} = \frac{1}{R_0 b^r} \nabla_{\parallel} - \frac{a \partial}{q \partial y} \sim -\frac{a \partial}{q \partial y} \]

\[ \frac{\partial^2}{\partial y \partial z} = \frac{1}{R_0 b^r} \frac{\partial}{\partial y} \nabla_{\parallel} - \frac{1}{aR_0 (b^r)^2 \partial \theta^r} \nabla_{\parallel} - \frac{a \partial^2}{q \partial y^2} \sim -\frac{a \partial^2}{q \partial y^2} \]

\[ \frac{\partial^2}{\partial z^2} = \frac{1}{(R_0 b^r)^2} \nabla_{\parallel}^2 + \frac{a^2 \partial^2}{q^2 \partial y^2} + \frac{b^r}{R_0 (b^r)^2 \partial \theta^r} \nabla_{\parallel} - 2 \frac{ab^r}{R_0 (b^r)^2 \partial y} \nabla_{\parallel} \sim \frac{a^2 \partial^2}{q^2 \partial y^2} \quad (24) \]
where we neglect the parallel derivatives with respect to the $y$ derivatives. Consequently, the coefficients of Eq. (23) can be simplified into

\[
\mathcal{P}^{yx} = \frac{a}{\mathcal{J} b_y}, \quad \mathcal{P}^{xz} = \mathcal{P}^{zy} = 0
\]

\[
\mathcal{C}^x = -\frac{R_0 B}{2 \mathcal{J}} \frac{\partial c_x}{\partial \theta_*}, \quad \mathcal{C}^y = \frac{a R_0 B}{2 \mathcal{J}} \left[ \frac{\partial c_x}{\partial r} + \frac{1}{q} \left( \frac{\partial c_{\theta_*}}{\partial r} - \frac{\partial c_{\theta_*}}{\partial \theta_*} \right) \right], \quad \mathcal{C}^z = 0
\]

\[
N^{xx} = g^{rr}, \quad N^{xy} = 2ag^{\theta r}, \quad N^{yz} = 0
\]

\[
N^{xz} = \nabla^2 r, \quad N^{yy} = a \nabla^2 \theta_*, \quad N^{zz} = 0
\]

For the $(X,Y,Z)$ coordinate system, the geometric coefficients are

\[
\mathcal{P}^{XY} = -\frac{b_{\theta_*} a}{\mathcal{J} q}, \quad \mathcal{P}^{YZ} = -\frac{ab_r}{\mathcal{J}}, \quad \mathcal{P}^{ZX} = -\frac{qb_{\alpha}}{\mathcal{J}}
\]

\[
\mathcal{D}^x = \mathcal{D}^y = 0, \quad \mathcal{D}^z = q R_0 b_{\theta_*}
\]

\[
\mathcal{C}^x = -\frac{R_0 B}{2 \mathcal{J}} \frac{\partial c_{\alpha}}{\partial \theta_*}, \quad \mathcal{C}^y = \frac{a R_0 B}{2 \mathcal{J} q} \left( \frac{\partial c_r}{\partial \theta_*} - \frac{\partial c_{\theta_*}}{\partial r} \right), \quad \mathcal{C}^z = \frac{q R_0 B \partial c_\alpha}{2 \mathcal{J} \partial r}
\]

\[
N^{XX} = g^{rr}, \quad N^{XY} = \frac{2g^{\theta \alpha}}{q}, \quad N^{YY} = \frac{a^2 g^{\alpha \alpha}}{q^2}, \quad N^{YZ} = 2ag^{\theta \alpha}, \quad N^{XZ} = 2q g^{\theta \alpha}
\]

\[
N^{YY} = q R_0 \left\{ \nabla^2 \theta_* - \frac{1}{\mathcal{J} \partial \theta_*} \left[ \mathcal{J} (b_{\theta_*})^2 \right] \right\}
\]

\[
N^{ZZ} = q^2 \left[ g^{\theta \theta_*} - (b_{\theta_*})^2 \right]
\]

\[
\nabla \cdot \mathbf{b} = \frac{1}{\mathcal{J} \partial \theta_*} (b_{\theta_*} \mathcal{J}^2)
\]

(25)

(26)

Assuming $\nabla \cdot A/\nabla \parallel A \gg 1$, it is possible to simplify the coefficients of Eq. (26) and neglect the $Z$ derivatives with respect to the $X$ and $Y$ derivatives. Note that, to derive the coefficients in Eqs. (23) and (26), we only assumed an axisymmetric magnetic equilibrium.

C. Magnetic equilibrium

In the present paper, we consider the magnetic equilibrium that is obtained by solving the Grad-Shafranov equation in the $r/R_0 \to 0$ limit, taking into account elongation and non-zero triangularity are considered [21] and extrapolating the equilibrium to $r = a$. The
FIG. 1: Poloidal cuts of the magnetic surfaces generated assuming a magnetic equilibrium given by Eqs. (27)-(31), for $\epsilon = 0.25$, $\Delta(0) \approx 7$, and $\kappa = 1.8$, and $\delta = -0.3$ (left), $\delta = 0$ (middle), and $\delta = 0.3$ (right). Black thick lines represent the LCFS, while blue lines represent magnetic surfaces in the core.

solution of the Grad-Shafranov equation, presented in Appendix A, leads to

\[ R_c(r, \theta) = R_0 \left( 1 + \frac{r}{R_0} \cos \theta + \frac{\Delta(r)}{R_0} + \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \cos[(m-1)\theta] - \frac{P(r)}{R_0} \cos \theta \right) \quad (27) \]
\[ Z_c(r, \theta) = R_0 \left( \frac{r}{R_0} \sin \theta - \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \sin[(m-1)\theta] - \frac{P(r)}{R_0} \sin \theta \right) \quad (28) \]
\[ F(r) = R_0 \left( 1 - \frac{r^2}{R_0^2} \left[ 2 + \frac{q - q_0}{q_0} \frac{\left( \frac{r}{a} \right)^2}{q_0} \right] \right) \quad (29) \]
\[ \psi'(r) = \frac{F(r)}{2\pi q(r)} \int_{0}^{2\pi} \frac{J_{\theta \varphi}}{R_c(r, \theta)^2} d\theta \quad (30) \]
\[ q(r) = q_0 + (q - q_0) \left( \frac{r}{a} \right)^2 \quad , \quad (31) \]

where $\Delta(r)$ is the Shafranov’s shift, $S_2(r)$ and $S_3(r)$ are shaping functions related to $\kappa$ and $\delta$ by $\kappa = [a - S_2(a)]/[a + S_2(a)]$ and $\delta = 4S_3(a)/a$, $q_0$ is the safety factor at the magnetic axis, and $J_{\theta \varphi} = R_c(\partial_r R_c \partial_\theta Z_c - \partial_\theta R_c \partial_r Z_c)$ is the Jacobian associated with the $(\theta, r, \varphi)$ coordinate system. The analytical expressions of the functions $S_2(r)$, $S_3(r)$, $\Delta'(r)$, and $P(r)$ are given in Appendix A. An example of the magnetic surfaces resulting from this geometry is presented in Fig. 1.

Combining Eq. (12) with the expression of the axisymmetric field $\mathbf{B}$, one obtains

\[ \theta_*(r, \theta) = \frac{F(r)}{q(r)\psi'(r)} \int_{0}^{\theta} \frac{J_{\theta \varphi}}{R_c(r, \theta)^2} d\theta' \quad . \quad (32) \]
We note that $\theta_\ast = \theta = 0$ and $\theta_\ast = \theta = 2\pi$ correspond to the equatorial low-field side midplane and that, in general, Eq. (32) is not analytically integrable, but it is possible to find numerically the two functions $\theta_\ast = \theta_\ast(r, \theta)$ and the inverse $\theta = \theta(r, \theta_\ast)$. From these, all the coefficients of Eqs. (23)-(26) can be computed, and Eqs. (1)-(5) are completely defined. Finally, we note that in the limit $\Delta'(r) \to 0$, $\kappa \to 1$, $\delta \to 0$, and neglecting $P(r)$ and the $r^2/R_0^2$ term of Eq. (29), we obtain the circular magnetic equilibrium discussed in Ref. [15].

III. LINEAR INSTABILITIES

The turbulent transport observed in the tokamak SOL is due to the non-linear development of linear modes that are destabilized by plasma gradients and unfavorable magnetic curvature in the presence of resistivity and electron inertia [2–6]. For typical SOL parameters, RBMs and the RDWs are found to be the main instabilities driving plasma turbulence [10, 14, 39].

The reminder of this section is devoted to the discussion of the properties of SOL linear instabilities and, in particular, to the derivation of RBMs and RDWs dispersion relations in non-circular magnetic geometries. First, Eqs. (1)-(5) are expressed in the $(X,Y,Z)$ coordinate system and the resulting system of equations is linearized assuming that the equilibrium plasma profiles depend only on the radial coordinate $X$. Each quantity $A(X,Y,Z,t)$, with $A = n, \omega, \phi, v_{||i}, v_{||e}, T_e$, is then split between an equilibrium part $A_0(X)$ and the perturbation $\delta A(Y,Z,t) = \delta A(Z) \exp [ik_Y Y + \gamma t]$, with $k_Y$ the poloidal wave number and $\gamma$ the linear growth rate. Equilibrium gradients are defined as $\partial_X A = -A_0/L_A$, where $L_A$ is a characteristic length associated with $A_0$ at $X = a$. The $X$ dependence of $\delta A$ is neglected here because for both DWs and BMs $k_Y/k_X \sim \sqrt{k_Y L_n} > 1$ [40, 41]. Assuming $\phi_0 = v_{||i,0} = v_{||e,0} = 0$ and
neglecting gyroviscous and diffusion terms, the resulting system of equations writes

\[
\gamma \delta n = \frac{R_0}{L_n} B_0 \mathcal{P}^L(\delta \phi) + \frac{2}{B} C^L (\delta p_e - \delta \phi) + \left( \nabla_{||} + \nabla \cdot \mathbf{b} \right) \left( \delta j_{||} - \delta v_{||i} \right) \tag{33}
\]

\[
\frac{1}{B^2} \gamma \delta \omega = \frac{2}{B} C^L (\delta p_e) + \left( \nabla_{||} + \nabla \cdot \mathbf{b} \right) \delta j_{||} \tag{34}
\]

\[
\frac{m_e}{m_i} \gamma \delta v_{||e} = \nabla_{||} (\delta \phi - \delta p_e - 0.71 \delta T_e) + \nu \delta j_{||} \tag{35}
\]

\[
\gamma \delta v_{||i} = -\nabla_{||} \delta p_e \tag{36}
\]

\[
\gamma \delta T_e = \frac{R_0}{L_n} \eta \mathcal{P}^L(\delta \phi) + \frac{4}{3B} C^L \left( \delta p_e + \frac{5}{2} \delta T_e - \delta \phi \right) + \frac{2}{3} \left( \nabla_{||} + \nabla \cdot \mathbf{b} \right) \left( 1.71 \delta j_{||} - \delta v_{||i} \right), \tag{37}
\]

where \( \delta p_e = \delta n + \delta T_e, \delta j_{||} = \delta v_{||i} - \delta v_{||e}, \delta \omega = (\nabla_{\perp}^2)^L \delta \phi, \eta = L_n/L_T, \) and

\[
\mathcal{P}^L(A) = i \mathcal{P}^{XY} k_Y A, \quad C^L(A) = i \mathcal{C}^Y k_Y A, \quad \left( \nabla_{\perp}^2 \right)^L A = -N^{YY} k_Y^2 A. \tag{38}
\]

Equations (33)-(37) determine the linear growth rate of SOL plasma instabilities. Plasma shaping affects the growth rate through four terms: \( \nabla_{||}(-) + \nabla \cdot \mathbf{b} \) that results from the plasma advection along magnetic field lines, \( \mathcal{P}^L(-)/B \) that represents the \( \mathbf{E} \times \mathbf{B} \) convection, \( C^L(-)/B \) that introduces curvature drifts and plasma compressibility, and \( (\nabla_{\perp}^2)^L (-)/B^2 \), the vorticity operator.

To solve Eqs. (33)-(37) in arbitrary magnetic geometry, a numerical code was developed, which evaluates \( \gamma \) as a function of the parameters \( R_0/L_n, \eta, \nu, q, k_Y, \epsilon, \kappa, \) and \( \delta, \) with \( \epsilon = a/R_0. \) The numerical implementation of the code is detailed in Ref. [42], and its main features are summarized here. First, the \( Z \) component is discretized using a fourth order finite difference scheme. Second, Dirichlet boundary conditions are imposed to \( \delta n, \delta \phi, \) and \( \delta T_e, \) while no boundary conditions are applied to the ion and electron parallel velocities (the impact of the boundary conditions on the growth rate of the instability is negligible when considering RBMs and RDWs [15]). Finally, the discretized system of equations is integrated implicitly in time starting from random noise. By studying the growth of the most unstable mode, we obtain \( \gamma. \)

To investigate the influence of plasma shape on the linear instabilities, the coefficients of the differential operators are implemented according to Eq. (26) at \( X = a. \) In particular, Eq. (12) is solved numerically, using the trapezoidal rule to approximate the integral. Then, the relation \( \theta_* = \theta_*(r, \theta) \) is inverted using a linear interpolation scheme, to obtain the function \( \theta = \theta(r, \theta_*). \) The derivatives of the magnetic field components and of the metric coefficients
appearing in Eq. (26) are then computed using second order finite difference schemes. We verified that the evaluation of the geometric coefficients is numerically converged, and that, in the limit of circular magnetic surfaces, we recover the analytical expressions given in Ref. [15].

Previous investigations of SOL instabilities show that the effects of electron inertia can be neglected with respect to resistivity in typical SOL conditions [14]. The inertia term on left-hand side of Eq. (35) can thus be neglected. In the following, we focus our attention on this high plasma resistivity regime by setting $\nu = 0.1$ and describe the impact of plasma shaping on RBMs and RDWs, which are the main SOL instabilities. Note that we consider $q = 4$, $R_0 = 500$, $\delta(a) = 0$, and $\eta = 0.66$ for our linear studies. The ratio between $L_n$ and $L_{Te}$, $\eta$, is obtained from non-linear simulations (see Sec. V), in agreement with Ref. [41] results. The small positive value of the magnetic shear in limited discharges is expected to stabilize DWs [40, 42] and should weakly affect BMs.

A. Resistive ballooning modes

Resistive BMs are interchange-like modes, driven unstable in the presence of finite resistivity when the plasma pressure gradient and the magnetic field line curvature point in the same direction [43–47]. Setting $\partial_Z \to ik_Z$ and neglecting the compressibility terms with respect to the advection terms, the parallel dynamics in the continuity and temperature equations, the diamagnetic term in the Ohm’s law to avoid coupling with DWs, as well as the coupling with sound waves (valid for $\gamma \gg k_Z$, $k_Z \sim 1/q$ for RBMs), Eqs. (33)-(37) can be simplified to obtain

$$
\gamma \delta p_e = \frac{R_0}{L_p} \frac{1}{B} \mathcal{P}^L(\delta \phi)
$$

$$
\frac{1}{B^2} \gamma \left( \nabla^2 \right)^L \delta \phi = \frac{2}{B} \mathcal{C}^L(\delta p_e) + \left(iD^2k_Z + \nabla \cdot b\right) \delta j_\parallel
$$

$$
0 = \nu \delta j_\parallel + iD^2k_Z \delta \phi,
$$

where $L_p = L_n/(1 + \eta)$. Equations (39)-(41) constitute the minimal model describing the linear properties of RBMs.

Considering Eqs. (39)-(41) in a circular magnetic geometry in the $\epsilon \to 0$ limit, it has been shown [42] that the peak growth rate, $\gamma \sim \gamma_b$, with $\gamma_b = \sqrt{2R_0/L_p}$ being the ideal BM.
FIG. 2: Value of $\gamma/\gamma_b$ as a function of $\kappa$ and $\delta$, obtained from Eqs. (39)-(41) for $k_Y = k_b$. The left panel is obtained for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, while the right panel is computed for $\epsilon = 0$ and $\Delta(0) = 0$.

growth rate, occurs for $k_Y \sim k_b$, where $k_b = 1/\sqrt{2q^2\nu\gamma_b}$. Imposing $k_Y = k_b$, we compute the ratio $\gamma/\gamma_b$ as a function of $\kappa$ and $\delta$ for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. The results are presented in Fig. 2 (left panel). We observe that RBMs are stabilized for $\kappa > 1$ and for $\delta < 0$, while their growth rate is enhanced for $\delta > 0.2$. To isolate the different shaping effects on the linear growth rate, we perform the same analysis for $\epsilon = 0$ and $\Delta(0) = 0$. The results are presented in Fig. 2 (right panel). While the same trends are recovered, the ratio $\gamma/\gamma_b$ is larger for $\epsilon = 0$ and $\Delta(0) = 0$ than for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. This suggests that aspect ratio and Shafranov’s shift effects stabilize RBMs, in agreement with the observations in Ref. [15]. Note that these results are independent of $L_p$.

A detailed analysis of the linear growth rate shows that the curvature operator affects the RBMs growth rate the most. As a matter of fact, assuming $\mathcal{P}^{XY} = -1, \mathcal{N}^{YY} = 1, \mathcal{D}^Z = 1, \nabla \cdot \mathbf{b} = 0, B = 1, \text{ and } C^Y = -\partial_r R(r, \theta)|_{\theta_*}$, where $|_{\theta_*}$ indicates that the $r$ derivative is computed at fixed $\theta_*$, the results of Fig. 2 are recovered, within an error on $\gamma/\gamma_b$ typically less than 20%.

This observation allows to simplify Eqs. (39)-(41) assuming a strongly ballooned mode around $\theta_* = 0, k_Z = 1/q, \mathcal{P}^{XY} = -1, \mathcal{N}^{YY} = 1, \mathcal{D}^Z = 1, \nabla \cdot \mathbf{b} = 0, B = 1, \text{ and } C^Y = -\partial_r R(r, \theta)|_{\theta_*}$. In fact, one can write the RBMs dispersion relation as

$$\tilde{\gamma}^2 + 2\gamma_D\tilde{\gamma} - \gamma_I^2 = 0, \quad (42)$$
where \( \gamma_D = -1/(2 \nu q^2 k_Y^2 \gamma_b) \), \( \gamma_I = \sqrt{\partial_r R(r, \theta)|_{\theta_c = 0}} \), and \( \gamma = \gamma_I \gamma_b \). Equation (42) shows that the RBM has a growth rate \( \gamma = \gamma_I \gamma_b \) and it is stabilized by finite \( k_Z \) effects through the \( \gamma_D \) term.

**B. Resistive drift waves instability**

Resistive DWs are instabilities driven by the \( E \times B \) plasma convection and destabilized when electron adiabaticity is broken by finite resistivity [48–52]. Assuming \( \gamma \gg k_Z \) as for the RBMs, we can neglect sound wave coupling in Eqs. (33)-(37). Moreover, the curvature term in the vorticity equation can be neglected (to avoid coupling with BMs), together with the compressibility terms in the continuity and temperature equations. Consequently, we obtain a reduced system of equations describing the RDWs dynamics, which writes

\[
\frac{1}{B^2} \gamma \delta \omega = \left( i D_z k_Z + \nabla \cdot b \right) \delta j
\]

Equations (43)-(46) are solved as a function of \( k_Y \), \( \kappa \), and \( \delta \), by using the linear solver previously described. For each magnetic shape, the growth rate is maximized over all possible \( k_Y \) values, and the maximum value \( \gamma_{\text{max}} \) and the corresponding \( k_Y \), noted \( k_Y_{\text{max}} \), are presented in Fig. 3 for \( \epsilon \simeq 0.25 \) and \( \Delta(0) \simeq 7 \). We note that \( \gamma_{\text{max}} \) is normalized to \( R_0/L_n \) and that \( \gamma_{\text{max}} L_n/R_0 \) is independent of \( L_n \). We see that \( \gamma_{\text{max}} \) associated with RDWs decreases both by increasing \( \kappa \) and \( |\delta| \), suggesting that RDWs are most unstable in circular magnetic geometry. However, the effect of plasma shaping on the RDW’s growth rate is considerably weaker than on RBM’s. We also note that \( k_{Y,\text{max}} \) decreases with \( \kappa \) and \( |\delta| \).

The analysis of the impact of aspect ratio and Shafranov’s shift effects on RDWs growth rate shows a small influence on \( \gamma_{\text{max}} \) and \( k_{Y,\text{max}} \), in agreement with the observations in Ref. [15]. Finally, we note that, considering a circular magnetic geometry in the infinite aspect ratio limit and setting \( \partial_Z \to i k_Z \), we can simplify Eqs. (43)-(46) to write the dispersion relation of RDWs as

\[
\frac{1}{2} \hat{\gamma}^2 + a \beta \hat{\gamma} + i \alpha = 0,
\]
FIG. 3: Values of $\gamma_{\text{max}} L_n/R_0$ (left panel) and $kY_{\text{max}}$ (right panel) as a function of $\kappa$ and $\delta$, obtained from Eqs. (43)-(46) for $L_p = 10$, $\epsilon \simeq 0.25$, and $\Delta(0) \simeq 7$.

where $\alpha = k_Z^2 L_n/[2k_Y R_0 \nu(1 + 1.71 \eta)]$, $b = 1/k_Y + k_Y (1 + 1.71^2 \cdot 2/3)$, and $\hat{\gamma} = \gamma L_n/[R_0 (1 + 1.71) \eta]$. We remark that Eq. (47) has to be solved over all the possible $k_Y$ and $k_Z$ values. In fact, $k_Z$ is a priori unknown for RDWs and depends on $\nu$, $R_0/L_n$, and $\eta$. Solving Eq. (47) numerically, it results that $\text{Re}(\hat{\gamma}_{\text{max}}) \simeq 0.0874$ for $k_Y \simeq 0.582$ and $\alpha \simeq 0.0412$, where $\text{Re}(A)$ indicates the real part of $A$.

IV. ESTIMATE OF THE EQUILIBRIUM PRESSURE GRADIENT LENGTH

The time-averaged plasma pressure gradient scale length $L_p$ in the tokamak SOL originates from a balance between the turbulent perpendicular transport of particles and heat, resulting from the non-linear development of the unstable modes, and the parallel losses at the end of the magnetic field lines. In the limit of negligible $E \times B$ shear flows and for typical SOL parameters, the gradient removal turbulence saturation mechanism, i.e. the local non-linear flattening of the plasma pressure profile and the resulting removal of the instability drive, is the mechanism that regulates the amplitude of SOL turbulence [22]. Our estimates of $L_p$ based on the gradient removal theory in circular magnetic flux surface geometry show agreement with non-linear simulations and experimental observations [17, 18]. The main features of the theory are briefly summarized here. The fundamental hypothesis is that the saturation of the growth rate of the linear modes occurs when these are able to remove their own drive, namely, the amplitude of the gradient associated with
the fluctuation, $k_X \delta p_e$, is comparable to the gradient of the background pressure, $p_{e0}/L_p$ ($k_X \sim \sqrt{k_Y/L_p}$ is the radial extension of BMs or DWs obtained from a non-local linear theory [40, 41]). Then, the leading terms in the pressure continuity equation provide an estimate of the electromagnetic potential fluctuations and therefore of the turbulent $E \times B$ flux, $\Gamma = k_Y \delta \phi \delta p_e \sim \gamma p_{e0}/(R_0 k_Y)$. Finally, the balance between the perpendicular turbulent transport, $R_0 \partial X \Gamma \sim R_0 \Gamma/L_p \sim \gamma p_{e0}/(k_Y L_p)$, and the parallel losses at the end of magnetic field lines, $\nabla \parallel (p_e v_{\parallel e}) \sim p_{e0} c_s/q$, gives $\gamma p_{e0}/(k_Y L_p) \sim p_{e0} c_s/q$, i.e.

$$L_p = \frac{q}{c_s} \left( \frac{\gamma}{k_Y} \right)_{\text{max}},$$

(48)

where the mode that dominates turbulent transport is assumed to be the one that maximises the ratio $\gamma/k_Y$. We remark that $\gamma$ and $k_Y$ depend on $L_p$, and, in general, it must be approached numerically. This is achieved by solving Eqs. (33)-(37) for $\gamma$ over the parameter space ($k_Y, L_p$) with the linear solver detailed in Sec. III, in search for the value of $L_p$ that satisfies Eq. (48). Note that in the rest of this section we assume $c_s = 1$ (i.e. that the reference temperature corresponds to the one at the LCFS) and we consider $m_i/m_e = 2000$, $\eta = 0.66$, $q = 4$, $R_0 = 500$, and $\hat{s}(a) = 0$.

The values of $L_p$ that satisfy Eq. (48) for $\epsilon \approx 0.25$ and $\Delta(0) \approx 7$ are presented in Fig. 4 (left panel) as a function of $\kappa$ and $\delta$. Several observations can be made based on these results: (i) triangularity has a weak impact on $L_p$ when $\kappa = 1$; (ii) for $\delta = 0$, $L_p$ is reduced by increasing $\kappa$, suggesting that turbulence is suppressed by elongation; (iii) for $\kappa > 1$, $L_p$ is reduced for $\delta < 0$, indicating that turbulence is suppressed by negative triangularity; and
FIG. 5: Ratio between $\gamma_{RBM}$ and $\gamma_{RDW}$ as a function of $\kappa$ and $\delta$, obtained solving Eqs. (39)-(41) and (43)-(46) with the linear code imposing the $L_p$ and $k_Y$ values that are solution of Eq. (48). The left panel is obtained for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, while the right panel is computed for $\epsilon = 0$ and $\Delta(0) = 0$.

(iv) for $\kappa > 1$, $L_p$ is increased for $\delta \gtrsim 0$, the effect becoming more relevant at $\delta \gtrsim 0.3$, meaning that turbulence is enhanced by large positive triangularity.

To isolate the different shaping effects on the SOL width, we perform a $L_p$ scan on $\kappa$ and $\delta$ with $\Delta(0) = 0$ and $\epsilon = 0$. The results are presented in Fig. 4 (right panel). While the same trends previously observed for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$ are recovered, $L_p$ is larger, suggesting that Shafranov’s shift and $\epsilon$ effects stabilize plasma turbulence. This is in agreement with the observations presented in Sec. III.

Note that the solution of Eq. (48) provides also the $k_Y$ value of the mode that leads to most of the transport. An analysis of $k_Y$ as a function of $\kappa$ and $\delta$ has been performed, showing that plasma shaping has a small impact on its value.

To investigate the impact of the plasma shaping on the turbulent regimes, and therefore to gain a deeper insight on the turbulence properties, we compute the growth rate associated with RBMs ($\gamma_{RBM}$) and RDWs ($\gamma_{RDW}$) at the $L_p$ and $k_Y$ solutions of Eq. (48), as a function of $\kappa$ and $\delta$. This is done by solving Eqs. (39)-(41) and (43)-(46) with the linear solver presented in Sec. III. The ratio between $\gamma_{RBM}$ and $\gamma_{RDW}$ as a function of $\kappa$ and $\delta$ for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$ is presented in Fig. 5 (left panel). We observe that: (i) the RBM is the dominant instability for positive values of the triangularity; (ii) the RDW dominates when negative $\delta$ values are considered; (iii) a combination of the two instabilities characterizes the
plasma dynamics for $\kappa \simeq 1$ and for $\delta \simeq 0.2 - 0.3$. This is in agreement with the observations in Sec. III, where it is shown that RDWs are only slightly affected by plasma shaping, while RBMs are strongly stabilized by elongation and negative triangularity.

We also study the impact of Shafranov’s shift and $\epsilon$ effects on RBMs and RDWs by performing the same analysis for $\epsilon \simeq 0$ and $\Delta(0) = 0$. The results (see Fig. 5, right panel) show that Shafranov’s shift and $\epsilon$ effects stabilize the RBMs, leading to a decrease of the equilibrium pressure gradient length, as discussed earlier.

We now deduce an analytical scaling of $L_p$ as a function of $\kappa$ and $\delta$. Since RBMs are strongly affected by plasma shaping, while the $(\gamma/k_Y)_{\max}$ ratio associated with RDWs depends weakly on the magnetic shape [variation of $(\gamma/k_Y)_{\max}$ less than 30% for $1 \leq \kappa \leq 1.8$ and $-0.5 \leq \delta \leq 0.5$], we derive the analytical scaling of $L_p$ considering the RBMs dispersion relation only, and we assume that the resulting scaling breaks down if $L_{p,a} < L_{p,RDW}$, where $L_{p,a}$ is the result of the RBM analytical scaling and $L_{p,RDW}$ is the equilibrium pressure gradient length associated with RDWs derived from Eqs. (47) and (48) for a circular magnetic geometry ($L_{p,RDW} = 27.7$ for $\nu = 0.1$, $q = 4$, $R_0 = 500$, and $\eta = 0.66$).

Having observed that magnetic shape affects the RBM growth rate mostly through the curvature operator, we can assume a strongly ballooned mode around $\theta_* = 0$, $k_z \sim 1/q$, and $C' \simeq -\partial_r R(r, \theta)|_{\theta_*=0}$ to simplify Eqs. (39)-(41). Moreover, imposing $\epsilon = 0$ and $\Delta(0) = 0$ for the sake of simplicity, we evaluate $\partial_{k_Y}(\gamma/k_Y) = 0$ to identify the largest $\gamma/k_Y$ ratio, obtaining

$$\gamma^2 = \gamma^2_b \frac{C(\kappa, \delta, q)}{3}, \quad k^2_Y = \sqrt{\frac{\gamma^2_b}{2}} C(\kappa, \delta, q)^{-1/2},$$

where

$$C(\kappa, \delta, q) = \partial_r R_c(r, \theta)|_{\theta_*=0} = 1 + \frac{\delta q}{1 + q} + \frac{\delta^2(7q - 1)}{16(1 + q)} - \frac{\kappa - 1}{2(\kappa + 1)} - \frac{(\kappa - 1)(5q - 2)}{(\kappa + 1)^2(2 + q)},$$

as derived in Appendix B. Plugging these values into Eq. (48), we derive

$$L_{p,a} = \frac{2^{5/7}}{3^{3/7}} \frac{C(\kappa, \delta, q)^{3/7}}{\nu^{2/7}} q^{8/7} R_0^{3/7}.$$  

Equation (51) is a generalization of the scaling derived in Refs. [17, 18, 22] to include non-circular magnetic geometries and allows us to predict the SOL width of inner-wall limited discharges from first-principle arguments when elongation and non-zero triangularity are considered. In Fig. 6 we present the result of this scaling. We recover the same trends
FIG. 6: Value of $L_p$ as a function of $\kappa$ and $\delta$, obtained from Eq. (51) for $q = 4$, $\nu = 0.1$, and $R_0 = 500$. The black line indicates $L_p(\kappa, \delta) = L_{p,RDW}$. Note that in the top-left corner we impose $L_p = L_{p,RDW}$.

observed in Fig. 4 and the transition between RDWs and RBMs, taking place at $L_{p,a} = L_{p,RDW}$ and indicated by the black line, in good agreement with the condition $\gamma_{RBM}/\gamma_{RDW} = 1$ of Fig. 5 (right panel). However, we notice two main differences between the analytical scaling and the numerical results: (i) for $\kappa = 1$ the analytical scaling shows that $L_p$ depends on $\delta$ while $L_p$ is almost independent of $\delta$ in Fig. 4; and (ii) for $\delta > 0.3$ the value of $L_p$ decreases by increasing the plasma elongation, while the opposite behavior is observed in the results of Fig. 4. A detailed investigation of these differences reveals that they are mainly due to the approximation $C^Y \approx C^Y|_{\theta_*=0}$. In fact, the global magnetic geometry has an effect on the RBM which cannot be correctly captured by the modification of the curvature at the outer midplane.

V. NON-LINEAR SIMULATIONS

In this section we carry out a set of non-linear simulations of the SOL plasma dynamics using the GBS code [23] and compare these with the results presented in Secs. III and IV. We first describe the numerical scheme implemented in GBS, focusing on the modifications introduced to generalize the magnetic geometry of the code. We then present the non-linear simulation results and their comparison with our theoretical findings.
A. Implementation and numerics

The model presented in Sec. II is now implemented in the GBS code [23]. GBS was developed in the last few years to simulate the open field lines region of magnetic confinement devices, evolving the drift-reduced Braginskii equations presented in Sec. IIA without any separation between plasma background and fluctuations. The development of GBS was carried out by considering increasingly complex magnetic geometries. First, the code was used to simulate linear devices such as LAPD, and simple magnetized toroidal devices, such as TORPEX [41, 53–55]. The code was then extended to include tokamak geometries [23], and it is now used to model the tokamak SOL for limited plasmas in arbitrary magnetic geometry. The numerical scheme implemented in GBS was subject to a rigorous verification, and the simulation results were validated against several experimental measurements [31–33]. A detailed description of the code can be found in Ref. [23].

For completeness, we present here a brief summary of the main properties of GBS. Equations (1)-(5) and (6)-(11) are expressed using the toric coordinate system \((y, x, z)\) described in Sec. IIB, and are integrated in time with a fourth order Runge-Kutta algorithm. Spatial derivatives on the right-hand side of Eqs. (1)-(5) are discretized using second order finite difference schemes, except for the Poisson’s brackets, which are evaluated using the Arakawa scheme [56]. In order to take advantage of the strong anisotropy of SOL turbulence, the grid is aligned with the magnetic field and the parallel gradient is computed along the field line. The magnetic geometry is treated with the approximation of being radially local, i.e. geometric coefficients are assumed not to depend on \(x\) in the simulated domain.

Note that the computation of the \(\nabla^2_\perp\) operator is not straightforward. As a matter of fact, the discretization of the operator \(\nabla^2_\perp\) can introduce numerical instabilities with positive growth rate if \(\nabla^2_\perp\) is represented with a non-symmetric real matrix \(D\). Therefore, to ensure the self-adjointness of \(D\) we write

\[
\nabla^2_\perp A = \frac{\partial}{\partial x} \left( N^{xx} \frac{\partial A}{\partial x} + N^{xy} \frac{\partial A}{\partial y} \right) + \frac{\partial}{\partial y} \left( N^{yx} \frac{\partial A}{\partial y} + N^{yy} \frac{\partial A}{\partial x} \right) + N^{x\perp} \frac{\partial A}{\partial x} + N^{y\perp} \frac{\partial A}{\partial y},
\]

with \(N^{xz} = N^{x} - \partial_x N^{xx} - \partial_y N^{xy}/2\) and \(N^{yz} = N^{y} - \partial_y N^{yy} - \partial_x N^{xy}/2\), and we neglect the \(N^{xz}\) and \(N^{yz}\) terms with respect to the \(N^{xx}, N^{xy}, \) and \(N^{yy}\) terms, since the first two terms are usually \(a\) times smaller than the last three.

Finally, we note that the geometric coefficients in Eq. (25) are computed with the same numerical scheme presented in Sec. III and used for the coefficients in Eq. (26). Also,
we introduce the aspect ratio effects entering the various magnetic coefficients through a parameter $\epsilon$ that is varied separately from the considered domain, i.e. we allow for $\epsilon R_0 \neq L_y/(2\pi)$ when evaluating the coefficients of Eq. (25).

B. Simulation results

We use GBS to carry out eight non-linear simulations, with $(\kappa, \delta) = (1, 0), (1.8, 0), (1.8, -0.3), (1.8, 0.3)$, considering in one case $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, and in the other $\epsilon = 0$ and $\Delta(0) = 0$. Other relevant physical parameters are $q = 4, \nu = 0.1, R_0 = 500, m_i/m_e = 200, L_y = 800$, and $L_x = 150$, being $L_x$ the radial size of the domain. As $\gamma m_e/m_i < \nu$, we expect that the unphysical value of the mass ratio does not influence the results [54]. The simulations are carried out with the following numerical parameters: $N_x = 192, N_y = 512, N_z = 64, \eta_i \approx \eta_e \approx 2, \chi_{\parallel,T_e} = 0.2$, and all the perpendicular diffusion coefficients are in the range $5 - 10$. We remark that the value of the dissipative coefficients does not affect significantly the simulation results. In Fig. 7 we present typical poloidal snapshots of the plasma pressure for $\epsilon = 0$ and $\Delta(0) = 0$. One observes the presence of turbulent eddies that transport plasma radially outward. In the two simulations with $(\kappa, \delta) = (1.8, 0), (1.8, -0.3)$ plasma turbulence penetrates considerably less in the SOL with respect to a circular magnetic geometry. This is consistent with Sec. IV results, which show that elongation and negative triangularity decrease $L_p$. In these two simulations, turbulence results to be suppressed in particular at the outer midplane, in agreement with the findings in Sec. III, which shows that RBMs are stabilized by elongation and negative triangularity. On the other hand, plasma turbulence appears to have similar amplitude in a circular magnetic geometry and for $\kappa = 1.8$ and $\delta = 0.3$, in agreement with Sec. IV results.

We note that the four simulations carried out with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$ (see Fig. 8) display the same trends, but their differences are less pronounced than in the $\epsilon = 0$ and $\Delta(0) = 0$ case. Therefore, in the following we focus our attention on the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$, where the differences are larger, and we only briefly discuss the results of the simulations with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$.

To investigate the nature of the turbulence present in the non-linear simulations, recall that the phase shift between plasma potential and pressure fluctuations is close to 0 when DWs drive the plasma dynamics, while it is close to $\pi/2$ for BM dominated turbulence.
FIG. 7: Poloidal cross sections of the electron pressure plasma profile resulting from non-linear simulations carried out for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel). The limiter is indicated by a blue line at the inner midplane.

Moreover, since electrons are close to adiabaticity for DWs, electron pressure and potential fluctuations are correlated, while they are not for BMs [57]. Therefore, following the procedure suggested in Ref. [42], we compute the probability distribution function of the phase shift between the electron pressure and the potential fluctuations and the joint probability of the electron pressure and the potential fluctuations normalized to their standard deviation at $x - a = L_p \ln 2$, over a time interval of about 30 units, for each of the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$, and we present the results in Figs. 9 and 10. In the simulations with $(\kappa, \delta) = (1, 0), (1.8, 0.3)$ the phase shift is close to $\pi/2$ and electron pressure and potential fluctuations are not correlated, indicating that RBMs drive the SOL dynamics. On the other hand, for $\kappa = 1.8$ and $\delta = -0.3$, the phase shift is close to 0 and the electron pressure and potential fluctuations are strongly correlated, suggesting that RDWs is the turbulence drive, while for $\kappa = 1.8$ and $\delta = 0$ it is not possible to clearly
FIG. 8: Poloidal cross sections of the electron pressure plasma profile resulting from non-linear simulations carried out for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel). The limiter is indicated by a blue line at the inner midplane.

discriminate between RBMs and RDWs. We note that, performing the same analysis for the four simulations with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, we find that RDWs drive turbulence except for $\kappa = 1$ and $\delta = 0$, where a combination of RBMs and RDWs is responsible of the turbulent dynamics. These results are in agreement with Secs. III and IV findings. Finally, to perform a quantitative comparison between the estimate of $L_p$ given by Eq. (48), the analytical scaling in Eq. (51), and the non-linear simulation results, we time-average the pressure profiles provided by GBS over an interval of about 30 time $\tilde{R}/\tilde{c}_s0$ units, and over four time subdomains, each of about 7.5 time $\tilde{R}/\tilde{c}_s0$ units. The results are then averaged over the toroidal angle and the averages fitted at the outer midplane with $p_e(x) = p_{e,a} \exp\left[-(x - a)/L_p\right]$. The fit over the interval of 30 time units provides $L_p$, while the difference between the $L_p$s obtained over the four subdomains gives an estimate of its uncertainty. Applying this methodology, and computing the $L_p$ given by Eq. (48) and
FIG. 9: Probability distribution function of the phase shift between the electron pressure and the potential fluctuations resulting from non-linear simulations carried out for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

<table>
<thead>
<tr>
<th>$(\kappa, \delta)$</th>
<th>Non - linear sim.</th>
<th>Eq. (48)</th>
<th>Non - linear sim.</th>
<th>Eq. (48)</th>
<th>Eq. (51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon \simeq 0.25$, $\Delta(0) \simeq 7$</td>
<td>$\epsilon \simeq 0.25$, $\Delta(0) \simeq 7$</td>
<td>$\epsilon = 0$, $\Delta(0) = 0$</td>
<td>$\epsilon = 0$, $\Delta(0) = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(1.0, 0.0)$</td>
<td>25 ± 1</td>
<td>27.4</td>
<td>37 ± 2</td>
<td>38.9</td>
<td>37.1</td>
</tr>
<tr>
<td>$(1.8, 0.0)$</td>
<td>20 ± 1</td>
<td>20.7</td>
<td>26 ± 3</td>
<td>30.3</td>
<td>28.8</td>
</tr>
<tr>
<td>$(1.8, -0.3)$</td>
<td>15 ± 1</td>
<td>18.1</td>
<td>20 ± 1</td>
<td>26.2</td>
<td>27.7</td>
</tr>
<tr>
<td>$(1.8, 0.3)$</td>
<td>23 ± 1</td>
<td>26.8</td>
<td>43 ± 3</td>
<td>36.8</td>
<td>34.1</td>
</tr>
</tbody>
</table>

TABLE I: Values of $L_p$ obtained from the non-linear simulations, from Eq. (48), and from Eq. (51).
FIG. 10: Joint probability of the electron pressure and the potential fluctuations normalized to their standard deviation resulting from non-linear simulations carried out for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

Eq. (48), meaning that the analytical scaling correctly describes the dependence of $L_p$ on $\kappa$ and $\delta$.

VI. DISCUSSION AND CONCLUSIONS

In the present paper, the effects of plasma shaping on SOL turbulence are discussed. Depending on the magnetic geometry, the SOL turbulence regime is identified, and the impact of Shafranov’s shift, finite aspect ratio, elongation, and triangularity on $L_p$ is investigated. The results obtained from the linear theory are compared with non-linear simulations.

The drift-reduced Braginskii equations are derived for arbitrary magnetic geometries and, using the flux-tube and the toric coordinate systems, the coefficients characterizing the differential operators entering the model equations are computed. Moreover, the analytical
model used to express the dependence of the magnetic equilibrium on $\epsilon$, $\Delta$, $\kappa$, and $\delta$ is presented. This model allows isolating the different shaping effects that affect SOL turbulence and to investigate their impact on SOL instabilities. 

First, the influence of the plasma shaping on the two main instabilities driving the SOL turbulence, the RBMs and the RDWs, and the effect of $\epsilon$, $\Delta$, $\kappa$, and $\delta$ on their growth rate are discussed. It turns out that plasma shaping strongly impacts the RBM’s growth rate, while RDWs are considerably less affected. In particular, it is observed that $\epsilon$, $\Delta$, $\kappa$, and $\delta < 0$ effects stabilize RBMs, while these are enhanced for $\delta > 0$.

Second, a non-linear saturation theory of the growth of the unstable linear modes is presented, and it is used to estimate the SOL width from a linear analysis of the main instability driving the SOL turbulence. It is found that $L_p$ decreases for $\kappa > 1$ and $\delta < 0$, while it increases for $\delta > 0.2$. This result is used to identify the turbulent regime depending on the shaping parameters. It turns out that, for $\kappa > 1$ and $\delta < 0$, RDWs drive the SOL dynamics, while RBMs dominate for large positive $\delta$ values, or if $\kappa = 1$ and aspect ratio effects are neglected. Moreover, assuming that RBMs are mainly affected by plasma shaping through the curvature operator, an analytical scaling for $L_p$ is derived, taking into account $\kappa$ and $\delta$ effects. This first-principle analytical scaling generalizes the scaling presented in Refs. [17, 18, 22] by including non-circular magnetic geometries. Finally, the results obtained from the linear theory are compared with non-linear simulations carried out with the flux-driven fluid code GBS, showing good qualitative and quantitative agreement. We note that our analysis present some similarities with the study performed in Refs. [58, 59], where the effects of plasma shaping on core turbulent transport were theoretically and experimentally investigated, showing that $\delta < 0$ stabilizes trapped electron modes, leading to a decrease of microturbulence.

To intuitively explain the results presented in this paper, we represent in Fig. 11 the magnetic field lines that characterize the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$ in the $\varphi - \theta$ plane and at fixed radial position $x = a$. We observe that for the two simulations with $(\kappa, \delta) = (1, 0), (1.8, 0.3)$, magnetic field lines are almost straight and their slope is close to $1/q = 0.25$ at the outer midplane. On the other hand, the two simulations with $(\kappa, \delta) = (1.8, 0), (1.8, -0.3)$ are characterized by magnetic field lines that are stretched in the poloidal direction and their slope strongly increases close to $\theta = 0$. A detailed investigation
FIG. 11: Magnetic field lines in the $\varphi - \theta$ plane, at $x = a$, for $\epsilon = 0$, and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

of the impact of $\kappa$ and $\delta$ on the magnetic field lines indicates that values of $\kappa > 1$ and $\delta < 0$ stretch the magnetic field lines in the poloidal direction near $\theta = 0$, while they are compressed for large positive triangularities. This suggest that particles trajectories lies longer in the bad curvature region in a circular magnetic geometry, or for $\delta > 0$, with respect to the case of $\kappa > 1$ or $\delta < 0$, resulting in a destabilization of BMs.
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Appendix A: Derivation of the magnetic equilibrium from the Grad Shafranov equation

The magnetic equilibrium presented in Sec. II C is obtained by solving the Grad-Shafranov equation in the \( \bar{\epsilon} \to 0 \) limit, being \( \bar{\epsilon} = r/R_0 \) the local inverse aspect ratio. The main steps of the derivation are summarized here, while for a detailed discussion we refer to Ref. [21]. Note that in the remainder of this section we work in SI units. The magnetic surfaces \((R_c, Z_c)\) are modeled by

\[
R_c(r, \theta) = R_0 \left\{ 1 + \bar{\epsilon} \cos \theta + \frac{\Delta(r)}{R_0} \cos[(m-1)\theta] - \frac{P(r)}{R_0} \cos \theta \right\} \quad \text{(A1)}
\]

\[
Z_c(r, \theta) = \bar{\epsilon} \sin \theta - \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \sin[(m-1)\theta] - \frac{P(r)}{R_0} \sin \theta, \quad \text{(A2)}
\]

where \( \Delta(r) \) is the Shafranov’s shift, being \( \Delta(a) = 0 \), \( S_2(r) \) and \( S_3(r) \) shaping coefficients related to \( \kappa \) and \( \delta \) according to \( \kappa = [a - S_2(a)]/[a + S_2(a)] \) and \( \delta = 4S_3(a)/a \), and \( P(r) \) is a correction factor used to ensure \( \psi'(r)/F(\psi) = \bar{\epsilon}/q(r) + \mathcal{O}(\bar{\epsilon}^4) \). Assuming \( \Delta(r)/R_0 \sim S_m(r)/R_0 \sim P(r)/r \sim \mathcal{O}(\bar{\epsilon}^2) \), with \( \{m\} = \{2, 3\} \), we expand \( J_{\theta r \varphi}/R_c^2 = (\partial_r R_c \partial_\theta Z_c - \partial_\theta R_c \partial_r Z_c)/R_c \) to third order in \( \bar{\epsilon} \), and, imposing \( \psi'(r) = \bar{\epsilon} F(\psi)/q(r) + \mathcal{O}(\bar{\epsilon}^4) \), we obtain

\[
P(r) = \frac{\bar{\epsilon}}{R_0} \left( \frac{\bar{\epsilon}^2}{8} - \frac{\Delta(r)}{2R_0} \right) + \sum_{m=2}^{3} \frac{1-m}{2\bar{\epsilon}} \left( \frac{S_m(r)}{R_0} \right)^2 + \mathcal{O}(\bar{\epsilon}^4). \quad \text{(A3)}
\]

In cylindrical coordinates \((R_c, \varphi, Z_c)\), the Grad-Shafranov operator \( \Delta^* \) is given by

\[
\Delta^* \psi = R_c^2 \nabla \cdot \left( \frac{\nabla \psi}{R_c^2} \right) \quad \text{(A4)}
\]

and, using the \((\theta, r, \varphi)\) coordinate system, it can be written as

\[
\Delta^* \psi = \frac{R_c(r, \theta)^2}{J_{\theta r \varphi}} \left[ \frac{\partial}{\partial r} \left( \frac{\psi'(r) g_{\theta \theta}}{J_{\theta r \varphi}} \right) - \frac{\partial}{\partial \theta} \left( \frac{\psi'(r) g_{r \theta}}{J_{\theta r \varphi}} \right) \right]. \quad \text{(A5)}
\]
Combining Eqs. (A1)-(A2) with Eq. (A5), expanding the result to first order in \( \bar{\epsilon} \), and writing separately each one of the \( m \) Fourier components, we obtain

\[
\frac{1}{2r^2} \left[ r^2 \psi'(r)^2 \right]' + \mu_0 R_0^2 p'(\psi) + F'(\psi)F'(\psi) = 0
\]

\[
\Delta''(r) + \Delta'(r) \left[ 2 \psi''(r) \psi'(r) + \frac{1}{r} \right] + \frac{1}{R_0} - 2 R_0 \psi'(r)^2 = 0
\]

\[
S_m''(r) + \left[ 2 \psi''(r) \psi'(r) + \frac{1}{r} \right] S_m'(r) + \frac{1 - m^2}{r} S_m = 0,
\]

where \( p(\psi) \) is the plasma pressure at the flux surface \( \psi \). Assuming \( F(r) = B_0 R_0 [1 + F_2(r)] \), where \( F_2(r) \sim \bar{\epsilon}^2 \), and expanding Eq. (A6) to first order in \( \bar{\epsilon} \), we obtain

\[
F'_2(r) = \mu_0 \frac{p'(r)}{B_0^2} - \frac{r}{R_0^2} \frac{2 - \hat{s}(r)}{q(r)^2}
\]

\[
\Delta'(r) = -\bar{\epsilon} \left( \beta_p(r) + \frac{l_i(r)}{2} \right)
\]

\[
r^2 S_m''(r) + r [3 - 2 \hat{s}(r)] S_m'(r) + (1 - m^2) S_m = 0,
\]

with

\[
l_i(r) = \frac{2q(r)^2}{r^4} \int_0^r \frac{\bar{r}^3}{q(\bar{r})^2} d\bar{r}, \quad \beta_p(r) = -\frac{2\mu_0 R_0^2 q(r)^2}{r^4 B_0^2} \int_0^r p'(\bar{r}) \bar{r}^2 d\bar{r}.
\]

Equation (A7) is solved assuming a safety factor with parabolic profile and neglecting the plasma pressure contribution, i.e., assuming \( q(r) = q_0 + (q - q_0)(r/a)^2 \) and \( p'(r) = 0 \). This gives

\[
F_2(r) = -\frac{2q(r)^2 R_0^2}{q(\bar{r})^2} \left[ 2 + \frac{q - q_0}{q_0} \left( \frac{r}{a} \right)^2 \right]
\]

\[
l_i(r) = \frac{a^2 q(r)^2}{r^2 (q - q_0)} \left[ \frac{a^2}{r^2 (q - q_0)} \log \left( \frac{q(r)}{q_0} \right) - \frac{1}{q(r)} \right]
\]

\[
S_m(r) = S_m(a) \left( \frac{r}{a} \right)^{m-1} \frac{q(r) \hat{s}(r) + 2 q_0 \frac{m+1}{m-1}}{q \hat{s} + 2 q_0 \frac{m+1}{m-1}}.
\]

The Shafranov’s shift is therefore

\[
\Delta(r) = \frac{1}{2 R_0} \int_a^r \bar{r} l_i(\bar{r}) d\bar{r}.
\]

Equations (A1)-(A3), (A9)-(A10), and (30)-(31) define the magnetic equilibrium used in the present paper.
Appendix B: Derivation of the curvature operator for $\epsilon = 0$

To obtain an analytical expression for the curvature operator, we simplify the $C_Y$ coefficient as follows. First, we assume $C_Y \simeq -\partial_r R_c(r, \theta)|_{\theta^*}$, according to the results of a numerical investigation we carried out to study the leading order term in the curvature operator. Second, having observed that BMs are mainly destabilized at $\theta^* = 0$, as discussed in Sec. III, we assume $C_Y \simeq -\partial_r R_c(r, \theta)|_{\theta^*=0}$. Third, combining Eq. (A1) with Eq. (A3), expanding the result in $\epsilon$, and retaining zeroth and first order terms only, we write

$$R_c(r, \theta) = R_0 \left\{ 1 + \frac{r}{R_0} \cos \theta + \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \cos[(m-1)\theta] - \sum_{m=2}^{3} \frac{1-m}{2rR_0} [S_m(r)]^2 \cos \theta \right\}. \quad (B1)$$

Fourth, expressing $\partial_r R_c(r, \theta)|_{\theta^*=0} = \partial_r R_c(r, 0) + \partial_\theta R_c(r, 0) \partial_r \theta|_{\theta^*=0}$ and noting that $\partial_r \theta|_{\theta^*=0} = 0$ for $\epsilon = 0$, we obtain

$$\partial_r R_c(r, \theta)|_{\theta^*=0} = 1 + \sum_{m=2}^{3} S'_m(a) - \sum_{m=2}^{3} \frac{1-m}{a} \left[ S_m(a)S'_m(a) - \frac{S_m(a)^2}{2a} \right]. \quad (B2)$$

Finally, substituting the $S_m(r)$ expression given in Eq. (A9) into Eq. (B2) and using the definition of $\kappa$ and $\delta$, we deduce

$$\partial_r R_c(r, \theta)|_{\theta^*=0} = 1 + \frac{\delta q}{1+q} + \frac{\delta^2(7q-1)}{16(1+q)} - \frac{\kappa - 1}{2(\kappa + 1)} - \frac{(\kappa - 1)(5q - 2)}{(\kappa + 1)^2(2 + q)}. \quad (B3)$$

This is the result presented in Eq. (50).
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