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Abstract

O-mode microwave reflectometry will be used, on ITER and foreseeably on DEMO, to complement the standard magnetic diagnos-
tics for plasma position control. With the preliminary design of ITER’s plasma position reflectometers (PPR) presently underway,
it is of the utmost interest to test beforehand all possible aspects of this future control application. ASDEX Upgrade (AUG) is the
best suited experimental facility on which such tests can be performed. It features a modern, modular and easily adaptable control
system, and the only O-mode reflectometry setup capable of probing the plasma at two of the four lines of sight of ITER’s PPR (gaps
g3 and g4). After the first successful demonstration of plasma position control using reflectometry [1], the diagnostic’s hardware
was updated to acquire a higher number of signals and to improve its real time (RT) data-processing capabilities. Meanwhile, the
system’s software was rewritten to implement a pipelined architecture to improve its performance and deterministic behavior. The
last stage of this pipeline, used to calculate the relevant control parameters, and synchronize and communicate with the discharge
control system (DCS), now uses the new DCS software framework, appearing to the control infrastructure as a modular plug-in RT
diagnostic App Process. Herein are discussed the adopted synchronization strategies as well as the gains obtained with this new
software implementation, namely in terms of performance, fault tolerance, and measurement rate. Experimental data from control
discharges is presented to assess the system’s operational performance.

Keywords: Real-time reflectometry, Real-time diagnostics, Control system framework

1. Introduction

The operation of future reactor grade fusion tokamaks, such
as ITER and DEMO, involves design and engineering chal-
lenges that are presently the focus of intense R&D. Among
them is the extremely complex task of controlling plasma pa-
rameters, relevant for the creation and maintenance of a perfor-
mant fusion plasma, such as the position of the plasma column
inside the tokamak fusion chamber. Avoiding that the plasma
impinges the inner vessel walls is essential to allow the heating
systems to increase its temperature to several million degrees
during the ramp up phase and to prevent destructive disruptions
during the steady state full-bore operation. On ITER, O-mode
reflectometry will play a supplementary role in providing, at
several lines of sight, plasma gap information (plasma to inner
wall gaps) to the plasma position and shape controllers. ITER’s
plasma position reflectometers (PPR) will also have a backup
contribution providing measurements of the edge profile as well
as of the ELM density transients.

This alternative control scheme, first demonstrated on AUG
[1], is being further improved to provide feedback to the pre-
liminary design of ITER’s PPR. The improvements described
in [2] were recently commissioned to produce a second plasma
position demonstration using AUG’s two equatorial reflectome-
ters, probing the tokamak high (HFS) and low field sides (LFS).

This upgrade aimed mainly at increasing the system RT mea-
surement rate (4x) and further mimicking ITER’s PPR foreseen
operation mode.

The calculation of the edge density profile involves probing
the plasma simultaneously with a multi-channel reflectometer
[3] to cover the measured density range. Additionally, bursts
of several consecutive microwave frequency sweeps are used
to improve the detected interference signals’ SNR and to pro-
duce an averaged burst profile []. Fig. 1 shows schematically
the acquisition of bursts, Bi, of M sweep data frames, S j, for
a single channel/microwave band. In table 1 are condensed the
typical values used in the AUG PPR experiments and the ones
currently under consideration for an ITER PPR low and high
specification configuration. In the design of PPR RT systems
the main control driven requirements are the rate at which den-
sity profiles and plasma gaps have to be produced and the total
latency involved on their production and delivery to the DCS.
In this respect, AUG position control requires a measurement
rate, TB RT = 1ms, 10x faster than the one required for ITER.
On ITER, however, requirements for density transient studies
demand an effective burst acquisition rate of TB = 100 µs. In or-
der to develop and test software and hardware solutions for such
scenarios, the AUG PPR burst measurement rate was raised to
TB = 250 µs, maintaining TB RT = 1 ms.

AUG’s RT reflectometry system [2] is used to acquired and
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Figure 1: Schematic of reflectometry measurement acquisition timing.

AUG PPR ITER PPR (single gap)
HFS+LFS low spec high spec units

N 1024 1024 2048 smp.
M 4 4 4 sweeps
C 4 100 100 bursts

TB RT 1 10 10 ms
TMWS 25 10 5 µs
TS W 35 15 10 µs

TMWB 130 55 35 µs
TB 250 100 100 µs

Acquisition system characteristics
#chan. 16 8

res. 12 12-16 bit/smp
fsamp 40 100 400 MSPS

avg DBW 512 640 1280 MB/s

Table 1: Typical PPR timming and system related values.

process simultaneously data from two PPRs, producing HFS
and LFS plasma gaps, and acquiring and handling data from 16
channels (of which only 8 are used for the RT profile calcula-
tions). Due to restrictions imposed by the reflectometry hard-
ware, microwave sources can only be swept every TS W = 35 µs
(TMS W = 25 µs actual sweep + 10 µs settling time). To produce
a single profile, a burst of M = 4 sweeps is used, rising the time
required to acquire the full burst to TMWB = 130 µs. By using on
ITER up-to-date microwave reflectometer hardware these tim-
ings can conservatively be reduced down to TMWB = 35 µs, eas-
ily satisfying the TB = 100 µs requirement.

In spite of acquiring data at burst rates 2.5× slower than the
ITER’s proposed configurations, the AUG’s system is actually
handling a similar average total data throughput, 512 MB/s vs
640 MB/s (ITER low spec.), whilst calculating twice as many
RT profiles and respective plasma gaps per measured burst.
Hence, this setup provides excellent means for the development
and live test of a reliable and hardened RT software solutions.

2. RT Reflectometry Diagnostic Software

In its present form, AUG’s PPR acquisition and RT data pro-
cessing system [2] was built around a dual node NUMA server
and two custom built ADC boards [4]. Generically, each node is
used to acquire and process data from one the two HFS and LFS
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Figure 2: Schematic of the NUMA node mapped software pipeline.

reflectometers. A TDC timing board [5] is used to trigger and
timestamp the acquisition of sweeps in the experiment’s com-
mon timebase. This system is connected to the tokamak dis-
charge control system (DCS) via a Gigabit ethernet connection.
Fig. 2 shows schematically the main system components and
interconnections as well as the main steps involved in the local
software processing. All the large shared memory blocks used
by the diagnostic software (≈8 GB per node) are preallocated
and locked (to avoid page swaps) in each node’s local mem-
ory at boot time for performance optimization reasons. During
the daily discharge cycle, processes simply bind to the relevant
blocks and are responsible for their content status and cleanup.

2.1. Pipelined software architecture

To achieve the aimed high rate of RT measurements, a soft-
ware pipelined approach was implemented. The benefits of iso-
lating the main acquisition, calculation and measurement de-
livery steps into separate pipeline stage processes are manifold.
First, these stages become self contained entities that can gener-
ate their own data storage files and be run incrementally provid-
ing: a) just raw data acquisition for offline processing (stage I),
b) data acquisition + online density profile calculation (stages
I+II), or c) data acquisition + density profile calculation + sepa-
ratrix gap estimation and DCS communication (stage I+II+III).
The second benefit resides in the ability to introduce changes
in any of the stages without disrupting the tested functional-
ity of the others, as long as the same synchronization and data
sharing protocols are maintained. Apart from improving the
software maintainability, this separation allows for an easier
software optimization, and for a more fine tuned hardware al-
location and mapping, namely of the individual NUMA nodes
and segregated CPU core sets. Finally, if in the future faster
measurement rates are required, dividing and reconfiguring one
or more of the existing self-contained pipeline stages is a rel-
atively straightforward procedure. If this change in software
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proves not to be enough to guarantee a faster cycle, porting the
software pipeline to a new NUMA server with an higher CPU
core count (or higher internal bandwidth) should be an easy and
risk free task.

2.2. Software pipeline functionality

The first stage process, RTR, is basically a loop polling a
memory buffer onto which the ADC boards upload a burst of
data using a DMA transfer. As seen in [4], these transfers (1.27
GB/s) overlap in time with the data acquisition of the burst
sweeps, and are programmed to end ≈1-2 µs after the last sam-
ple of the burst is acquired. The impact of the acquisition phase
on the total latency is thus reduced to an absolute minimum.
When a new DMA transfer is available, RTR threads copy the
new burst data blocks onto a main raw data buffer in their own
node’s shared memories, and increment their stage’s acquired
burst counter. Node zero’s thread, after this common phase,
still reads and stores the corresponding burst timestamps from
the UTDC board, terminating later than node one’s.

As soon as RTR threads end the storage of a new burst data
block, in each node’s main raw data shared memory buffers,
the second stage RTL threads immediatly start calculating the
corresponding profiles. When this calculation is finished, each
thread’s last computed profile counter is updated. Four CPU
cores are allocated to RTL threads in each NUMA node.

The last pipeline stage, RCR, is implemented using the DCS
App framework and runs in a single segregated core in node
zero. RCR loops waiting for newly calculated profiles to be
available, to produce both HFS&LFS control gap estimates. To
produce these estimates, RCR also uses the more up-to-date
line average density value, obtained by the framework from
the DCS. Even if reflectometry data is available at faster rates,
RCR only feeds the DCS with reflectometry control data every
TB RT = 1 ms, DCS’s master control cycle period.

2.3. Integration of RCR in the DCS framework

DCS was conceived from the outset as a distributed control
system [6]. More recently, the capability to integrate real-time
diagnostics was added [7]. RCR represents the first implemen-
tation of a new interface, which offers more functionality to
real-time diagnostics. As before, each diagnostic is an indepen-
dent module running on its own hardware. The interface to non-
real-time services such as the parameters server [8] remains the
same, including the configuration of the real-time network for
each shot, based on a ”publish and subscribe” model. RCR uses
the new C++ diagnostic interface that offers simple implemen-
tation of core DCS functionality, inherited from the software
framework existing classes. Particularly useful in this use case
were the interface to the TDC, and the synchronization of the
RCR algorithm with new interferometry data (which is in turn
synchronized to the DCS cycle).

2.4. Pipeline synchronization and fault tolerance/recovery

The characteristics of the used ADCs and the flexibility of the
DCS control infrastructure allowed the implementation of a set

of simple, yet effective, pipeline synchronization and fault toler-
ance/recovery mechanisms, namely: i) the ADC boards ability
to tag each acquired data burst with an order index and internal
timestamp [4], unequivocally related to the experiment times-
tamps generated by the TDC; ii) the DCS native support for
data-driven workflows [9], not requiring the diagnostic to be
hard-synced to the DCS’s master control cycle.

Pipeline stage synchronization happens at two distinct
phases: i) discharge loop, and ii) burst acquisition/measurement
calculation loop. At the beginning and end of each discharge
cycle (every ≈20-30 minute), all stage processes synchronize
using named counting semaphores. For improved performance,
inter-stage synchronization in the runtime-critical burst han-
dling loops is implemented using the shared memory counters
described in 2.2. These counters are only incremented by the
previous stage, and are only relevant to the next in-chain for
synchronization purposes.

RTR polls on the ADC’s upload DMA buffer, using the burst
index counter inside the uploaded data block to store it in its
corresponding place in the shared memory raw data buffer, and
to update the thread’s burst acquisition counter. RTL stage polls
on this counter to know what burst to process. After calculat-
ing the density profile, RTL sets the calculated profile counter
being polled by RCR, the last pipeline stage. As the operating
system (OS) used is not a full fledged hard real time OS, but
rather a standard Linux distribution with a RT patched kernel
[4, 2], sporadic undesirable system hiccups can occur. Even
though the pipeline is running at a higher priority level, if such
events make RTR loop skip one of the DMA transfers, or in-
crease the time any of the pipeline stages take to produce their
output, the later simply jump directly to the previous stage most
recently available data. Because RCR is not hard synced to
the DCS master cycle, the DCS is simply temporarily “starved”
and no special missing data tagging is necessarily. On the DCS
side, if this starvation period is considered too long, the con-
trol system might switch to another controller or even initiate
a plasma soft landing. Because each stage always knows how
many bursts it might have skipped, and the absolute delay be-
tween the relevant burst timestamp and the present time (using
calibrated CPU internal time counters) more finer grained de-
cision mechanisms can be programmed, so that short skips can
nevertheless be processed without huge penalties to the follow-
ing stage. This higher complexity was not implemented as we
aimed at achieving the highest possible measurement rate. In
practice, when operating at 250 µs the first two stages can al-
ways miss 3 consecutive burst without risking DCS starvation
(DCS master cycle is 1 ms).

These simple mechanisms guarantee that the pipeline has no
deadlock conditions, always automatically recovering from sys-
tem delays in the fastest possible way.

3. System benchmarking

The experiment’s time base, accessible via the local TDC
board, was used has a reference to produce the benchmarks
shown in this section. This board timestamps every measure-
ment allowing the direct calculation of the delivery latencies to
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Figure 3: a) Pipeline stage duration, b) measurement cycle pipeline timings, c)
Pipeline stage timing diagram. (data from 6 discharges, i.e. 6x40000 bursts)

the DCS, also using the same timebase. Pipeline stage thread
benchmarking was performed using the CPUs’ internal time-
stamp counters (after proper calibration with the TDC timer)
due to the highly efficient concurrent access to these timers (sub
µs latency). The histograms on Fig. 3, obtained in six dis-
charges (6×40000 measurements), show a) the duration of each
of the pipeline stages and b) the start and stop times referenced
to the acquisition trigger of the first sweep of each burst. Also in
the plots, labeled RCR−DCS , is the time required to deliver the
gap estimates calculated by RCR to the DCS. The correspond-
ing arrival at the DCS curve, Fig. 3.b), characterizes the total la-
tency of the system, found to be < 450 µs. The longest pipeline
stage is RTL, the density profile calculation stage, whose dura-
tion (< 150 µs) defines the fastest achievable full pipeline cycle
(presently set to 250 µs). Operating the pipeline with a 150 µs
cycle period would still be compatible with the 130 µs needed
to sweep and acquire the 4 sweep bursts (a microwave system
requirement). In this configuration, the total average data band-
width flowing into the server would reach 854 MB/s, between
the 1280 and 640 MB/s bandwidths of the high and low speci-
fications for the ITER PPR systems (see table 1).

RTR and RCR are naturally faster due to the limited amount
of operations processed inside their burst loops. The calculation
of both HFS & LFS gaps from the profiles in RCR, takes as

much time as storing the 64 KB data blocks to main memory in
RTR, ≈ 9 µs. As soon as both RTR threads finish this transfer,
RTL threads on both nodes start and end almost simultaneously
(∼1-2 µs apart). As explained before, RTR thread running on
node zero, RT L0, ends ≈ 45 µs later than RT L1 for reading the
burst timestamps from the TDC.

As no scatter-gather is implemented on the ADC boards’
DMA engines, both boards are actually uploading data to the
same DMA lower memory region on NUMA node 0. RTR
threads on both nodes concurrently poll on this memory re-
gion before copying their 64 KB burst data blocks to their own
node’s local main shared memory buffer. From Fig. 3.a), RTR1
loop duration indicates that this concurrent memory access over
the inter-node QPI links is performed at an effective 7.1 GB/s
data rate. This is several times higher than the effective band-
width of the PCIe 1.1 x8 interface of the used ADC boards (1.27
GB/s, [4]) and still higher than the effective bandwidth of typi-
cal PCIe 3.0 x8 interfaces ([10]).

Fig. 3.c) shows a simplified pipeline timing diagram (using
the highest observed latencies). RCR − DCS darker color bar
represents 71% of measurements delivered to DCS, whilst the
lighter bar corresponds to 99.996%. It can be seen that breaking
the calculation stage in two parts would easily allow the max-
imum measurement rate to be lowered well below the 150 µs
mark if the total burst acquisition cycle could be lower than
140 µs (130 µs+10 µs settling time).

4. Control experiments and system performance

During the 2016 experimental campaign the described sys-
tem was used to demonstrate plasma position control using both
inner (HFS) and outer (LFS) O-mode reflectometers. The RT
estimates of the inner, Rin, and outer, Raus, separatrix positions
were combined to produced a naı̈ve approximation of the ge-
ometric plasma radius, Rgeo = (Rin + Raus)/2, that replaces
the corresponding magnetic measurement normally used as the
controller input signal.

Fig. 4 shows the main time traces of one of the 4 control dis-
charges performed. The top plot shows the line integrated den-
sity (H1) at the equatorial plane, Deuterium fueling (D), neutral
beam (NBI) and ECRH (ECRH) heating and plasma current
(Ipa). During the flat-top ELMy H-mode phase, position control
is handed to the reflectometry based controller from t ≈ 2.6 s
until t ≈ 7.6 s, when the magnetic controller kicks in to perform
the plasma ramp down.

During the reflectometry control phase, the geometric ra-
dius of the plasma column was programmed (Injected Tra-
jectory trace on third plot of Fig. 4) to swing 1.5 cm (non-
symmetrically) around its original position. As can be seen
the new controller maintained reflectometry’s Rgeo within ≈
±0.5 cm of the target trajectory. Reflectometry estimates for
Rin, Raus, and Rgeo are coherent with their magnetic counter-
parts, demonstrating very good precision although with improv-
able accuracy: ≈ 1.5 cm and ≈ 2 cm offsets to the magnetics
at the LFS and HFS, respectively. The corresponding input
Rgeo offset is successfully handled by the position controller
when switching to and from reflectometry input at t ≈ 2.6 s
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Figure 4: Controlling Rgeo using HFS&LFS reflectometry profiles (discharge
#33450).

and t ≈ 7.6 s. In all four control discharges (#33448, #33450,
#33452 and #33453) the system operated flawlessly during the
complete programmed reflectometry control phases. The un-
interrupted stream of control Rgeo estimates, produced every 1
ms, reach the DCS with a total latency always < 350 µs.

5. Outlook

The success of these control experiments using reflectometry
density profile measurements proved once more that, for ITER,
this is a sound alternative or complement to the traditional mag-
netic based position control. Moreover, it was shown that the
recently introduced system upgrades and new software develop-
ments not only worked flawlessly but also brought the system
one step closer to the fulfillment of ITER’s PPR requirements.
AUG’s control and O-mode reflectometry setup continues to be
the ideal test ground for the solutions found during the design
phase of ITER’s PPR, not only at the algorithmic level but also
at the control and diagnostic system levels.

Now that the base diagnostic development and DCS integra-
tion have been reached, many areas for improvement have al-
ready been identified: i) interventions in the ≈20 year old re-
flectometer system to improve signal quality will decrease the
complexity of algorithms required to produce reliable and more
accurate RT measurements; ii) the same upgrades will poten-
tially allow the microwave sources to be swept faster, enabling
ITER measurement rates of TB ≤ 100 µs and triggering pipeline
stage (RTL) revisions to increase the system throughput; iii)
further integration of the middle pipeline stages in the control
App paradigm in case multithreading support (OMP, pthreads,
etc) becomes available in the DCS framework; iv) finally, if
faster reflectometry measurements prove to be useful on AUG
for RT density transient signaling (ELMs, L-H transitions, etc),
lower latency connections such as reflective memories [7] will
have to be implemented.
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